
 

 

 

Abstract—The accurate prediction of asthma persistence in 

childhood is one of the most significant issues about this chronic 

disease. Asthmatic children usually develop their first symptoms 

before the fifth year of age. The early detection of the preschoolers 

whose asthma persists after the age of five could lead into better 

treatment opportunities and disease long-term outcome. 148 patients 

with mean age (±SD) 9.9±2.7 years who received a diagnosis of 

asthma at the age under the five were used for the asthma prediction 

system. All children have performed spirometry pre and post 

bronchodilation and a detailed case history was obtained. In this 

work, since there is strong multicollinearity among the factors 

affecting the asthma persistence, a Logistic Ridge Regression model 

is proposed for its prediction. The estimated parameters of the 

proposed model are obtained by using a penalized likelihood 

function. Moreover, a test is developed for checking the validity of 

the fitted model based on the randomized quantile residuals. The 5% 

rejection regions of the randomized quantile residuals are constructed 

by using a proper bootstrap method and they are added in the QQ-

plot. The prediction accuracy of asthma persistence was tested by a 

second group of 33 children aged 3.5-5 years who were reevaluated 

at the mean age (±SD) of 9.2±2.7 years. The proposed prediction 

system for asthma persistence evaluated in real life setting has shown 

an accuracy of 93.18%, while the positive predictive value of and 

negative predictive value 96.15% and 88.89% respectively. The 

experimental results of our study show that the proposed system can 

be a valuable tool in medical-decision making and clinical research. 
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I. INTRODUCTION 

STHMA is a disease with polymorphic phenotype 

affected by several environmental and genetic factors 

which both play a key role in the development and persistence 

of the disease [1]. Among these factors seasonal symptoms, 

wheezing episodes during childhood and several prenatal and 

environmental factors are included [2]. 

Asthma usually presents in early childhood and is 

commonly associated with skin atopy and atopic disorders. 

Patients develop specific IgE antibodies after exposure to 

common environmental antigens and often have positive skin 

prick tests to several common allergens. Attacks of asthma 

may be provoked by allergen but are also provoked by various 

non-allergic factors such as infection, exercise, drugs and cold. 

The first and most obvious functional consequence of asthma 

is an increase in airway resistance and reduction in airflow. 

The airway changes result in changes in lung volumes, gas 

exchanges, exercise tolerance and work of breathing. Airflow 

obstruction is most conveniently measured as the      

(Forced Expiratory Volume in one second) or PEF (Peak Flow 

Rate). [3] The most common symptoms of asthma are 

wheezing, dyspnea, cough, particularly at night or after 

exercise, allergic rhinitis, allergic conjunctivitis and 

congestion. 

Most children who suffer from asthma develop their first 

symptoms before the 5th year of age. Although the majority of 

the preschool children with asthma overcome their disease by 

the school age a substantial number of preschoolers exhibit a 

persistence of symptoms requiring early identification and 

treatment [4]. Predictive models, mostly based on simple 

clinical and laboratory parameters [5-11], aiming to identify 

children at risk of asthma persistence have been recently 

studied [12-16]. The Asthma Predictive Index [12] (API) has 

become the most popular among these predictive tools 

although the usefulness of this predictive tool in clinical 

practice has recently been questioned [17-18]. Different 

research groups have recently introduced similar predictive 

scores such as Isle of Whight score [14], ECA severity score 

[15] or PIAMA severity score [14], all based on simple 

laboratory and clinical parameters. A recent study evaluating 

the above tools exhibit practical limitations, are insufficiently 

validated, and they have limited predictive value of 

confirming or ruling out persistence of asthma symptoms 
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among preschool wheezers [19]. It should be mentioned that 

since asthma is a complex disorder with genetic heterogeneity 

and multiple clinical phenotypes [20-23] it is not surprising 

that the available predictive models using limited number of 

risk factors perform poorly in predicting the outcome of 

preschool wheezing disorders. The current lack of a gold 

standard tool for asthma prediction persistence have urged the 

need of the study of new applicable models taking into 

account multiple risk factors, exhibiting high predictive 

efficacy. 

In preventive medicine, the value of a test lies in its ability 

to identify those individuals who are at high risk of an illness 

and who therefore require intervention while excluding those 

who do not require such intervention. The accuracy of the risk 

classification is of particular relevance in the case of asthma 

disease. Early identification of patients at high risk for asthma 

disease progression may lead to better treatment opportunities 

and hopefully better disease outcomes in adulthood [4]. 

In this paper a new dataset of 18 factors is used for 

modeling and prediction of asthma persistence. The strong 

correlations among the factors (Appendix), led us to use the 

Logistic Ridge Regression, which achieves much better results 

for the estimation of the model coefficients. The logistic ridge 

regression has never been used before, according to our 

knowledge, for asthma persistence prediction. In addition, the 

use of the penalized maximum likelihood improves the 

estimates of the coefficients, since the presence of 

multicollinearity increases the values of the estimated 

coefficients and makes their standard errors tend to very high 

levels. This method is also used for the first time in asthma 

persistence prediction and the prediction of the behavior of 

this disease is based on a new dataset which is not used for the 

estimation of the coefficients of the Logistic Ridge Model. 

Finally the construction of a validity test with the help of the 

bootstrap method based on the randomized quantile residuals, 

which takes into account the variability of the estimated 

parameters, is implemented for the first time as far as we 

know. As a result, the suitability of the logistic ridge model for 

the study of the behavior and evolution of this disease is 

confirmed in the best way. 

As far as the comparison of the results of this paper with a 

previous work [56] is concerned, we must mention that the 

factors used in the construction of the logistic ridge model are 

not the same as in [56]. Moreover, in this work the factors that 

are found to be statistically significant are more than those in 

[56], resulting in very interesting medical conclusions also 

discussed in other research articles [57-61]. This happens 

because the ridge logistic regression deals with 

multicollinearity without reducing the model parameters. In 

contrast, the method of Principal Component Analysis used in 

[56] for dimension reduction makes the prediction model 

contain less information about factors affecting the asthma 

disease. However, the fact that some of the statistically 

significant variables of [56] are the same as in this paper 

confirms the validity of the model in [56] as well. Finally, the 

accuracy percentage of 95.48% in [56] cannot be compared 

with the accuracy of the logistic ridge model, because a new 

dataset of 33 patients was used for the examination of the 

performance of the proposed model which were not available 

in [56]. 

II. MATERIALS AND METHODS 

A. Clinical Data 

Data from 148 patients were collected from the Pediatric 

Department of the University Hospital of Alexandroupolis, 

Greece during the period from 2008 to 2010. A group of 148 

patients who were diagnosed for asthma were studied 

prospectively from the 7
th

 to the 14
th

 year of age. From this 

sample, 36 patients were removed because of missing data. 

The history of each case was obtained by questionnaire. A 

second group of 33 children was used for validation of the 

efficacy of the constructed model in real life. In this group of 

preschool children the proposed system was used to predict 

asthma persistence in school age. At mean age (±SD) of 

9.2±2.7 years these children were revaluated, the diagnosis of 

asthma was based on case history, data on asthma control, the 

measurements of IgE and specific IgE (RAST) to ten common 

allergens and confirmed by pre and post bronchodilation 

spirometry. In this way an independent data set of 33 patients 

[21 positive (asthma persistence in school age) and 12 

negative patients (asthma subsided in school age)] was 

constructed for comparison with the asthma persistence 

prediction and the proposed system was produced for these 

children when they were pre-schoolers. The new dataset has 

18 available predictors which are going to be used in the 

logistic model. The 18 used prognostic factors have been 

derived by previous studies [1-4] and they are described in 

Table I. The encoding of the prognostic factor “seasonal 

symptoms” is presented in Table II. 

 
TABLE I 

Category Prognostic Factors 

Demographic 

Age, height, weight, waist‟s 

perimeter 

Bronchiolitis episodes 
Until 3rd year, between 3rd – 5th 
year 

Symptoms 

Wheezing, cough, allergic rhinitis, 

allergic conjunctivitis, dyspnea, 
congestion, runny nose, seasonal 

symptoms 

Pharmaceutical therapy 
Antileukotriene, antihistamine, 
corticosteroids inhaled 

Asthma 
Diagnosis of asthma (dependent 

variable), Treatment 

The 18 used prognostic factors. 

 

 

The encoding of “seasonal symptoms”. 

 

 

B. Multicollinearity 

Generalized Linear Models and Regression Analysis are 

two of the most important and popular statistical approaches 

1  

(none) 

2  

(Winter) 

3 

(Autumn) 

4 

(Spring) 

5 

(Summer) 

6  

(>2seasons) 

TABLE II 
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used in biomedical research [24]. In many cases it has been 

observed that medical data exhibit strong correlations between 

the predictor variables, a condition known as multicollinearity. 

Multicollinearity was introduced as a concept by Frisch [25], 

in order to illustrate a situation, where the variables are subject 

to two or more correlations.  

One of the main consequences of multicollinearity is that 

the least squares estimates often do not make any sense, and 

the standard errors of the parameter estimates are very large or 

the t-ratios are very low. Therefore multicollinearity could 

lead into inaccurate results. For example, when the null 

hypothesis that the parameters of the model are zero is 

rejected and none of the estimated parameters have a p-value 

less than 0.5. One of several methods that have been used in 

order to overcome the multicollinearity problem is the Ridge 

Regression method that was introduced in [26]. When 

multicollinearity appears, the ridge estimator has a smaller 

total Mean Square Error (MSE) than the maximum likelihood 

estimator. Eigenvalues of the correlation matrix of the 

independent variables near zero indicate multicollinearity.  

Ridge Regression (RR) is an alternative estimation method 

of the unknown parameters of the linear regression models and 

belongs to the category of biased regression methods [27-28]. 

This method introduces a bias in the regression equation in 

order to reduce the variance of the parameter estimates. This 

bias is entered with the ridge parameter, which determines the 

extent of the shrinkage of the least squares estimates. Also in 

[29] the ridge estimator was introduced for Logistic 

Regression, which is one of the most popular methods used for 

binary data modeling. Generally, this method is differentiated 

from the maximum likelihood as a penalty term is added, 

which includes the ridge parameter. 

 

C. Ridge Regression 

Let   ,         be the binary responses of   random 

variables   , where     (    )  and    a vector of explanatory 

variables which consist of covariates (numerical or binary) 

and dummy variables corresponding to factor levels.  

The logistic regression model is given by: 

 

   
   (   )

*     (   )+
                                   ( ) 

 

where   is the parameter vector [30-31]. This model is 

implemented without the use of a constant term. 

Now, the maximum likelihood estimates of the parameters 

  ,  j=1,…,k and from them the probabilities    are obtained 

by maximizing the following likelihood function 

 ( | )  ∏  
  (    )

    

 

   

                        ( ) 

or by maximizing the log – likelihood function using a 

Newton – Raphson algorithm which is: 

 

 ( | )      ( | )                               ( ) 
 

 ( | )  ∑[     [
 

     (   
  )
]                 

 

   

 (    )    [  
 

     (   
  )
]]    ( ) 

 

As it was mentioned before when multicollinearity exists, in 

order to obtain more stable estimates of the parameters, the 

logistic ridge regression is used. In ridge logistic regression 

the penalized maximum likelihood is used and is given by 

[32]: 

 

  ( | )   ( | )   ‖ ‖   ( | )                        ( ) 

and is known as restricted maximum likelihood function, 

whereas  ( | ) is the unrestricted maximum likelihood and   

is a penalty term of the following form [33]: 

  ∑(       )
 

   

   

                                 ( ) 

Generally the difference between this approach, and the 

approach of maximum likelihood function is the use of the 

penalty term which includes the ridge parameter. The ridge 

parameter is a positive number and its main role is the 

regulation of the significance of the penalty term   [33]. 

Therefore it is obvious that when     the estimates 

produced are the same as the ones obtained by the unrestricted 

maximum likelihood function. The computational procedure 

of the penalized parameter estimates  ̂  is based on the 

Newton – Raphson algorithm. However, a transformation of 

the linear estimates of the unrestricted logistic regression 

model is required, since the term   given by (6), should be in 

the form of (5). Therefore: 

 
                          (     )      (       )    

 

                                       ( ) 

where 

 

                                        (   )   

 

and 

  

    ∑    
 
                                       (   ). 

 

Thus, the penalized maximum likelihood becomes as follows: 

 

  ( | )   ( | )   ‖ ‖                           ( ) 

The first derivative of equation (8) is now: 

  ( )  ∑  *     +       ( )      

 

   

                  ( ) 

Then, calculating the negative second derivative we get: 

 

  ( )   ( )                                   (  ) 

where  ( )       and   is the     weight matrix which 

is diagonal with elements       (    )  
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Applying the Taylor series expansion in the first derivative 

of the penalized maximum likelihood function, the properties 

that are valid for large sample can be obtained. Consequently: 

 

  (  )    (  )  ( ̂
    ) 

 (  )   (‖ ̂
    ‖)     (  ) 

Using equations (9) and (10) in (11) and setting it equal to 0 it 

leads to: 

 

 ̂  * ( )     +  * (  )     (  )+                   (  ) 

The asymptotic variance of the estimated parameters  ̂ , is 

given by[32]: 

 

* ( )     +   ( )* ( )     +    

 

However according to [32] this approximation cannot be 

considered for the construction of the confidence limits of the 

estimated parameters because it does not take into account the 

bias of the estimates. Resampling methods such as 

bootstrapping could provide more information about the 

variability of the estimated parameters  ̂ . 

D. Choosing the ridge parameter 

The most difficult task in RR is to determine the ridge 

parameter. In bibliography there are many methods proposed 

for choosing the ridge parameter [34-37]. One way of 

selecting an appropriate Ridge Parameter is the process of 

Cross Validation. In this direction it is possible to perform an 

estimate of the mean squared error of the cross validation set, 

which can be minimized to obtain the Ridge parameter. In this 

study, we chose the value of the ridge parameter that 

minimized the Mean Squared Error through 10-fold cross 

validation[32]. 

 

                            
 

 
(∑*    ̂ (  )+

 

 

)                      (  ) 

 

The average value of the MSE was considered as the overall 

cross-validation error of the model. We selected the ridge 

parameter as the one with the minimum cross-validation error. 

 

E. Residuals and bootstrapping 

After fitting the model to the observed data, it is necessary 

to check if the fitted model is valid. A usual technique used for 

validity examination of the model is based on the residuals. In 

the case of logistic regression with binary response, the 

distributions of Pearson residuals which are defined by 

     (    ̂ ) √ ̂ (   ̂ )          and of deviance 

residuals which are defined by,        *    ̂ + are far 

from normal. In addition, plots of the residuals against the 

explanatory variables, which are usually used in generalized 

linear models for model checking, are uninformative in a 

binary case and are not recommended. More details about the 

residuals are given in [38].  

 

Let  (     )   (     )  ∑   
 (    )

   |  |
    be the 

cumulative binomial distribution of the ith binary response, 

and |  | is the greatest integer less than or equal to   , i.e. the 

„floor‟ under   . Then the randomized quantile residuals for a 

logistic regression model are defined by 

 

       
  *  +                                   (  ) 

where  ( ) is the cumulative distribution function of the 

standard normal, and    is a uniform random variable on the 

interval 

(     -  (   
    

 (    ̂)  (    ̂)] 

 , (      ̂ )  (    ̂)- 

The randomized quantile residuals defined by (14) follow 

exactly the standard normal distribution, apart from sampling 

variability in  ̂ . These residuals [39] can be used for any 

discrete distributed response. Thus, the validity of the model 

can now be tested by using goodness of fit tests for the 

normality of      . A very strong method to test the null 

hypothesis that the randomized quantile residuals follow a 

standard normal distribution i.e.      (   )  that is 

commonly used to check if a data sample comes from a 

normal distribution is the Anderson – Darling test [46]. 

A lot of tests have been developed in the past for measuring 

the linearity of the plotted data in Q-Q plots. Stephens (1986) 

gave a review of correlation and regression tests based on Q-Q 

plots [40] and Coin (2008) presented a goodness of fit test for 

the normality of the data based on polynomial regression 

methods [41]. Vassiliadis and Rigas (2009) proposed an 

alternative goodness of fit test which combines the known Q-

Q plot with David‟s theorem for the asymptotic distribution of 

the quantile estimates [42]. 

Also the Q-Q plot of the randomized quantile residuals has 

been proposed by Dunn and Smyth [39] as a mean for 

checking the validity of the model. Here a method for 

constructing pointwise         rejection regions around the 

Q-Q plot of any random sample is proposed by using 

bootstrapping [43-44]. Because of the large number of the 

estimated parameters, the additional uncertainty due to the 

estimation of the regression parameters must be taken into 

consideration. Therefore a proper bootstrap of the randomized 

quantile residuals must be used in order to take the above into 

account. Residual resampling is known to be an appropriate 

bootstrap process for studying the properties of the estimates 

[49-50]. Moreover this bootstrap is very important since the 

standard errors of the ridge estimated parameters can be 

obtained as it was mentioned before. The bootstrap is 

implemented with the next steps: 

 Step 1: Obtain estimates of   , and randomized 

quantile residuals with the use of logistic ridge 

regression. 

 Step 2: Bootsrapping 2000 times the randomized 

quantile residuals obtained by the logistic ridge 

model. So now we have       
            

 . We use 

the randomized quantile residuals because they have 

unit variance as they approximate standard normal 

distribution [39][47]. 

 Step 3: Apply logistic ridge regression 2000 times 

using as response the summations  ̂       
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        , where  ̂ are the estimated probabilities 

from Step 1. In this step if a sum  ̂          then 

it becomes 1. Also if sum<0 then it becomes 0 and 

finally we round to the nearest integer if 0<sum<1 

[47-48]. Moreover 2000 samples of  ̂  and  ̂ can be 

obtained. 

 Step 4: The standard errors of the estimated 

parameters  ̂ can be obtained by finding the standard 

deviation of the 2000 bootstrapped samples 

 ̂ 
     ̂  

 . 

 Step 5: From the 2000 sets of estimated response 

variables  ̂            , we calculate 2000 new 

sets of randomized quantile residuals which allows us 

to construct        rejection regions around the 

Q-Q plot of the randomized quantile residuals. 

III. RESULTS 

The correlations between some variables are very strong 

and statistically significant, indicating the presence of 

multicollinearity. As a first step it is necessary to transform the 

categorical variables with more than two categories into 

dummy variables. For the detection of multicollinearity we 

may use the Condition Indices, by calculating the eigenvalues 

of the correlation matrix and other similar procedures as in 

linear regression models [44-45]. The condition indices are 

shown in Table III. Very large values of the last two condition 

indices (>30) show that collinearity among the variables 

exists. 

Another problem caused by the multicollinearity is the large 

values of the standard errors of the estimated parameters, 

which makes the model unstable. Moreover, while the model 

according to the F-test seems to be statistically significant 

against the null hypothesis (             ), the p-

values of the individual terms are all greater than 0.05 which 

suggests that none of the variables is statistically significant. 

The above are included in Table V which contains the 

estimates of the initial logistic model. 

Thus the logistic ridge regression is applied to generate an 

improved model with more stable parameter estimates for a 

ridge parameter λ=0 to λ=0.5. Furthermore when collinearity 

exists there is always a model for λ>0 for which the MSE is 

less than the MSE of the unrestricted model [28][32]. 

For the calculation of p – values the following statistic is 

used: 

   
 ̂ 
 

  ( ̂ 
 )
                                      (  ) 

 

Fig. 1 Plot of MSEcv versus the Ridge Parameter λ  

 

 

 

The standard errors were obtained by the bootstrap procedure 

that was described in section E. Thereafter we assume that 

under the null hypothesis     (   ) to test the significance of 

the ridge coefficients [51]. 
 

 

TABLE III 

1 

2,2611 

2,9374 

3,0953 

3,2883 

3,3574 

3,7078 

4,0782 

5,0419 

5,0651 

5,7507 

5,9970 

6,2390 

7,4815 

7,7832 

9,4871 

11,3555 

13,9189 

17,1612 

17,5828 

21,0211 

43,0438 

104,2085 

 
Condition Indices for multicollinearity detection  

 

For λ=0.0261 the minimum MSEcv is derived which is equal 

to 0.034 as shown in figure 1. The parameter estimates of the 

logistic ridge model are shown in Table VI. It now becomes 

clear that the prognostic factors Waist‟s perimeter, 

Congestion, Cough, Wheezing, Dyspnea, Bronchiolit1is 
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episodes until 3
rd

 year are statistically significant. Moreover it 

is obvious that the estimates are now much more stable than 

the estimates of the initial unrestricted model and this is 

indicated from the two first columns of Table VI. 

It is important to examine if the randomized quantile 

residuals have linear dependencies among themselves [52]. 

This can be done, if we plot the estimate of the autocorrelation 

coefficient. We obtain that the values are inside the confidence 

interval. Therefore, the randomized quantile residuals are 

uncorrelated. The autocorrelations of the randomized quantile 

residuals are described in Table IV and the plot of the estimate 

of the autocorrelation coefficients is shown in Figure 2. 

 

 

 

 

TABLE IV 

 

Lags Autocorrelation Bounds 

1 0,0682 (-0.1990, 0.1990) 

2 0,1883 (-0.1990, 0.1990) 

3 0,0658 (-0.1990, 0.1990) 

4 -0,1036 (-0.1990, 0.1990) 

5 -0,0028 (-0.1990, 0.1990) 

6 0,0668 (-0.1990, 0.1990) 

7 -0,0187 (-0.1990, 0.1990) 

8 0,0097 (-0.1990, 0.1990) 

9 0,1268 (-0.1990, 0.1990) 

10 0,073 (-0.1990, 0.1990) 

11 0,0854 (-0.1990, 0.1990) 

12 0,0108 (-0.1990, 0.1990) 

13 0,0591 (-0.1990, 0.1990) 

14 0,1368 (-0.1990, 0.1990) 

15 -0,0586 (-0.1990, 0.1990) 

16 -0,0667 (-0.1990, 0.1990) 

17 -0,1024 (-0.1990, 0.1990) 

18 -0,1055 (-0.1990, 0.1990) 

19 0,0397 (-0.1990, 0.1990) 

20 0,0497 (-0.1990, 0.1990) 
Autocorrealtions of randomized quantile  

 

 
Fig. 2 Plot of autocorrelations of randomized quantile residuals  

 

We now proceed to provide a test in order to check the 

validity of the model. Figure 3 shows the Q-Q plot of the 

randomized quantile residuals of the fitted logistic ridge model 

denoted with +. The 5% rejection regions were computed by 

the procedure described in Section E after 2000 bootstrap 

simulations. Only 1 (0.99%) of the 101 residuals lie outside 

the 5% rejection regions and generally the Q-Q plot does not 

present serious deviations from normality.  

Here it is important to mention that if the percentage of the 

randomized quantile residuals that are outside the rejection 

regions is greater than 5%, then the model should be rejected. 

In addition, the powerful Anderson-Darling test gives the 

value 0.3456 with a p-value 0.4810. Therefore, the null 

hypothesis that the randomized quantile residuals follow an 

approximate standard normal distribution cannot be rejected, 

which suggests that the fitted model is valid. 

 

 
Fig. 3 QQ Plot of randomized quantile residuals versus Standard Normal 

 

Finally we would like to examine the performance of the 

proposed model in new real data. These data were collected in 

a period after 2010 and refer to 33 new patients. Here, it is 

important that those new data have never been used before in 

any other study and this is the first study which makes a use of 

them. Regarding the group which was used to evaluate the 

prediction system in preschool patients who were re-evaluated 

in school age, the mean(±SD) age, FEV1% predicted, FVC% 

predicted, FEF25-75% predicted, IgE for the negative group [12 

children with  asthma subsided in school age] versus that of 

positive group [21 children with  asthma persistence in school 

age] were 8.25±3.15 vs 9.5±2.48 years, 99.38±13.34 vs 

102.4±11.9%, 94.13±13.34 vs 99±11.5%, 103.1±27.86 vs 

114.3 ±24.66 %, 249.4±253.7 vs 225.6±64.45 IU/ml 

respectively. No difference was found regarding the age, 

FEV1% predicted, FVC% predicted, FEF25-75% predicted, IgE 

levels  between the two groups (p=0.25, p=0.36, p=0.54 and 

p=0.86 respectively).  

 

Based on the equation: 

 

 ̂      
 

      (       ̂     )
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a prediction for the diagnosis of a new patient can be found. 

The positive predicted value, the negative predicted value and 

the accuracy of this model are estimated using false positive 

(FP), false negative (FN), true positive (TP), and true negative 

(TN) values. The test set consists of the new 33 patients and 

the 11 patients which were used for the cross – validation test. 

                    
   

       
      

                    
   

       
            (  ) 

         
       

               
      

All the above are statistical measures of the 

performance of a binary classification test [53]. The obtained 

accuracy of asthma persistence in school age was 93.18%, 

while the positive predictive value and negative predictive 

value 96.15% and 88.89% respectively. The use of an 

independent data set is very important for the evaluation of 

generality of the constructed model.  

IV. DISCUSSION 

Recent attention has turned toward alternative forms of 

analysis, including Support Vector Machines (SVMs), logistic 

regression analysis and neural networks (ANNs) which are 

commonly used statistical models in medical predictions. 

SVMs is a classification and regression prediction tool that 

uses machine learning theory to maximize predictive accuracy 

while automatically avoiding over-fit to the data [54]. The 

foundations of SVMs have been developed by Vapnik [55] 

and gained popularity due to many promising features. On the 

other hand, ANNs have an excellent capability of learning the 

relationship between the input-output mapping from a given 

dataset without any prior knowledge or assumptions about the 

statistical distribution of the data. This capability of learning 

from a certain dataset without any a priori knowledge makes 

the neural networks quite suitable for classification and 

prediction tasks in practical situations. Furthermore, neural 

networks are inherently nonlinear which makes them more 

practicable for accurate modelling of complex data patterns, as 

opposed to many traditional methods based on linear 

techniques.  

One of the disadvantages of ANNs when compared 

to logistic regression models is that ANNs frequently have 

difficulty analysing systems which have a large number of 

inputs due to the large amount of time taken to train the 

system as well as possibly over-fitting the model during the 

training time. Linear and logistic regression models have less 

potential for over-fitting primarily because the range of 

functions they can model is limited. Moreover, ANNs are a 

relative “black box” in comparison to a logistic regression 

model. The network is trained itself and determines which 

input variables are the most important.  

In the present study, we have evaluated a novel 

asthma persistence prediction system. To our knowledge this 

study is the first to evaluate a model based on ridge regression 

in asthma outcome prediction. Our results showed a high 

degree of accuracy (93.18 %). Accordingly previous studies of 

our group [53][56] have shown similar asthma persistence 

prediction accuracies experimentally. 

In the study [53] the used method is based on Multi-

Layer Perceptron Neural Networks and Probabilistic Neural 

Networks architectures. By employing Partial Least Square 

regression, 9 prognostic factors correlated to the persistent 

asthma have been chosen. Various Neural Networks 

topologies have been investigated in order to obtain the best 

prediction accuracy. Based on the results, it is shown that the 

proposed system is able to predict the asthma outcome with 

96.77% success. Due to the fact that asthma is a serious 

condition, the various models that have been used to detect it, 

must have high sensitivity so that patients with asthma are not 

overlooked. An ANN that has been trained to predict 96.77% 

of patients with asthma may be very useful to physicians.  

In the study [56] the proposed intelligent system 

consists of three stages. At the first stage, Principal 

Component Analysis is used for feature extraction and 

dimension reduction. At the second stage, the pattern 

classification is achieved by using Least Square Support 

Vector Machine Classifier. Finally, at the third stage the 

performance evaluation of system is estimated by using 

classification accuracy and 10-fold cross-validation. The 

proposed prediction system can be used in asthma outcome 

prediction with 95.54 % success.  
In the present study, the prognostic factors waist‟s 

perimeter, nasal congestion, cough, wheezing, dyspnea, 

bronchiolitis episodes until 3
rd

 year are statistically significant. 

The significance of these factors in asthma prediction have 

been indicated by previous studies [53][56] while bronchiolitis 

episodes and waist‟s perimeter were highlighted as important 

in study [53]. Particularly the number of wheezing episodes 

have been evaluated by the majority of predictive models 

indicating the importance of the duration of symptoms 

throughout childhood [4][57-59]. Interestingly the 

identification of the waist‟s perimeter as a prognostic factor 

enhance the recently studied link between asthma and obesity 

[60-61]. 

The comparison of the predictive accuracy of the 

proposed intelligent system with that of other group‟s studies 

[57-59][62] is quite difficult since there are numerous 

differences in study design and objectives. Most of the 

previous studies of asthma prediction resulted in a correlation 

of one or two predicting factors with asthma persistence. 

Although there is an increase scientific interest in asthma 

outcome after the age of five, and valuable studies have been 

published, the models using a small number of predicting 

factors are not able to achieve substantially high predictive 

accuracies. This outcome should probably be expected since 

asthma phenotypes are the result of the multi-factorial 

influence of the environment to a diverse genotype, so models 

using a limited number of factors for the prediction of a 

disease with multiple phenotypes such as asthma. usually end 

up having low predictive accuracy. It is therefore meaningful 

to utilize computational intelligence methods in order to 

include and validate many factors in asthma outcome 

prediction.  
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V. CONCLUSION 

In this paper, a new intelligent method based on the Logistic 

Ridge Regression for asthma persistence prediction has been 

validated in preschool patients in real time data. The proposed 

model predicted the persistence of asthma at the approximate 

age of nine years with an accuracy of 93.18%, positive 

predictive value of 96.15% and negative predictive value of 

88.89%. To conclude, despite the fact there are several 

limitation of this study since the number of patients used for 

validation in real life setting is small, the proposed method 

exhibits high accuracy in asthma persistence prediction and 

shows the importance priority of each factor in asthma 

persistence. A better prediction rate will be possible by 

increasing the patient data and further clinical evaluation may 

enhance the implications of the present study. Finally, for 

future research, we could collect data from different regions, 

with different environmental and climatic factors, to examine 

if asthma prediction is affected by them. 

 

TABLE V 

 

Covariates 
Estimates 

Parameter 

Estimates 

Standard 

Errors 
t-stats 

p-

values 

Age -0,42579 1,0983 -0,3877 0,6983 

Treatment -4,26963 63,1442 -0,0676 0,9461 

Corticosteroids inhaled 6,2993 63,3275 0,0995 0,9208 

Antileukotriene -2,74189 4,6348 -0,5916 0,5541 

antihistamine -5,48657 8,9273 -0,6146 0,5388 

height -65,4392 73,1685 -0,8944 0,3711 

weight 0,745009 0,7693 0,9684 0,3329 

waist‟s perimeter -0,2428 0,2026 -1,1982 0,2308 

allergic rhinitis -2,79072 6,3479 -0,4396 0,6602 

allergic conjunctivitis 2,148512 10,3675 0,2072 0,8358 

runny nose 1,70444 6,2093 0,2745 0,7837 

congestion 4,430885 6,2917 0,7042 0,4813 

Cough 18,79093 26,8595 0,6996 0,4842 

Wheezing -13,4146 23,2761 -0,5763 0,5644 

dyspnea 9,81705 11,7808 0,8333 0,4047 

seasonal symptoms 

(none) 
48,86427 50,4889 0,9678 0,3331 

seasonal symptoms 

(winter) 
55,20393 55,0824 1,0022 0,3162 

seasonal symptoms 

(autumn) 
65,33002 93,9732 0,6952 0,4869 

seasonal symptoms 

(spring) 
74,89878 78,2987 0,9566 0,3388 

seasonal symptoms 
(summer) 

55,7921 60,1451 0,9276 0,3536 

seasonal symptoms (>2 

seasons) 
67,24084 70,5941 0,9525 0,3408 

Bronchiolitis episodes 

until 3rd year 
1,620487 2,6564 0,6100 0,5418 

Bronchiolitis episodes 

b/w 3rd – 5th year 
-0,44338 1,0864 -0,4081 0,6832 

The initial logistic regression model 

 

 

TABLE VI 

 

Covariates 
Estimates 

Parameter 

Estimates 

Standard 

Errors 
   

p-

values 

Age 0,059821 0,1221 0,4900 0,6241 

Treatment 0,531238 0,4817 1,1028 0,2701 

Corticosteroids inhaled 0,889768 0,4942 1,8002 0,0718 

Antileukotriene -0,32763 0,5650 -0,5799 0,5620 

Antihistamine 0,111097 0,6674 0,1665 0,8678 

Height 0,600211 0,7353 0,8163 0,4143 

Weight -0,01082 0,0276 -0,3925 0,6947 

Waist‟s perimeter -0,06579 0,0216 -3,0455 0,0023 

Allergic rhinitis -0,06907 0,5733 -0,1205 0,9041 

Allergic conjunctivitis -0,72709 0,5819 -1,2494 0,2115 

Runny nose 0,429069 0,6068 0,7071 0,4795 

Congestion 1,096703 0,5424 2,0220 0,0432 

Cough 1,640577 0,5871 2,7942 0,0052 

Wheezing 1,719255 0,5874 2,9271 0,0034 

Dyspnea 1,18429 0,5962 1,9865 0,0470 

Seasonal symptoms 

(none) 
1,26928 0,7360 1,7246 0,0846 

Seasonal symptoms 

(winter) 
1,148824 0,8505 1,3507 0,1768 

Seasonal symptoms 
(autumn) 

0,273617 0,8385 0,3263 0,7442 

Seasonal symptoms 

(spring) 
0,856916 0,9088 0,9429 0,3457 

Seasonal symptoms 

(summer) 
0,216933 0,8830 0,2457 0,8059 

Seasonal symptoms (>2 

seasons) 
1,15655 0,8174 1,4149 0,1571 

Bronchiolitis episodes 

until 3rd year 
-0,21639 0,1089 -1,9866 0,0470 

Bronchiolitis episodes 
b/w 3rd – 5th year 

0,132402 0,0932 1,4212 0,1553 

The ridge logistic regression model 
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